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Multimedia technology has changed the way we use computers. Multimedia transforms com-
puters into a second person. Multimedia technology has made it possible for us to see, hear, 
read, feel, and talk to computers. Multimedia technology has transformed our use and under-
standing of computers. On the other hand, multimedia presentation is one of the fastest-
growing sectors of the computer industry. Applications have appeared in many areas, such as 
training, education, business presentation, merchandising, and communications. 
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Introduction 
The term multimedia has diverse mean-

ing, depending on their use. It can mean the 
deployment of computers to deliver informa-
tion as text, image, audio or video, but it 
could be also the capacity to manipulate and 
distribute content that includes image, audio 
or video via a communication device. By 
definition, multimedia includes the design, 
implementation, manipulation, storing, and 
delivering of various types of media to inter-
ested users [1]. 
Many of the business decisions require in-
formation displayed in a various presentation 
formats. Initially studies focused only on vis-
ual formats, such as text, tables, and graph-
ics. Little attention was paid to non-
traditional presentation formats, such as mul-
timedia [2]. 
On the other hand computer feedback mes-
sages are usual texts. Such messages are im-
personal and do not capture the user’s atten-
tion. Multimedia technology represent then 
an opportunity to enrich the feedback. On the 
other hand, the rich information transmitted 
using multimedia and the smart aspect of the 
presentation might distract user’s attention 
from the main message, thus decreasing the 
efficiency of the feedback [3]. 
Multimedia is divided into three major types: 
 interactive multimedia - users control the 

delivery of the integrated elements; 
 hypermedia - users can navigate through 

linked elements; 
 liner multimedia such as TV where users 

haven’t control over the flow of informa-

tion.  
Multimedia influences many aspects of our 
lives, so, we have [4]: 
 Multimedia in business - presentations, 

training, marketing, advertising, product 
demos, simulations, catalogues, mes-
sages, network communications, video-
conferencing. All these elements allow 
businesses to run smoothly and effi-
ciency. 

 Multimedia in schools - it switches the 
teaching process. The teacher will be-
come a facilitator of learning, rather than 
the traditional role of provider of infor-
mation and understanding. 

 Multimedia at home - increasing conver-
gence or melding of computer-based mul-
timedia with entertainment and games. 

 Multimedia in public places - in hotels, 
trains, malls, museums, multimedia is 
available as kiosk providing information 
and help to the consumers. 

 Virtual reality - it is placed between tech-
nology and creative invention in multi-
media. 

On the other hand, Lim and Benbasat in [5] 
emphasize three characteristics of multime-
dia: 
 there must be two or more representation 

modes or formats (text, graphics, video 
and sound) integrated into a single pres-
entation; 

 the user interacts with the multimedia 
presentation for some purpose (to solve a 
task or problem) and is not a passive 
viewer; 

1 
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 the different representation formats must 
be used as sources of cognitive informa-
tion. 

In this paper we will introduce first the basic 
elements of multimedia and later we will 
emphasize some aspects of using multimedia 
elements in decision-making process. 
 
2 Multimedia Elements 
Text includes letters, words, sentences, and 
paragraphs to tell a story, state a fact, report 
an event, or convey an idea. It contains also 
numbers, punctuation, symbols, and special 
characters. It is the most used form of com-
munication and is considered a basic element 
of visual multimedia [6]. The text appears in 
any form of multimedia presentation. Any 
page or picture label includes text that gives 
details to users on the information of such 
content. Text is still the dominant form for 
explaining what the application is or how to 
use it. Also, text use is more evident in the 
design of the GUI. So, the designers of mul-
timedia projects have to choose carefully the 
few words that convey the idea, and they can 
also use other properties such as size, colour, 
and effects [7]. 
Image, from a multimedia point of view, is 
made up of picture elements called pixels 
with brightness and colour. It is a collection 
of dots (black-white or coloured), each with a 
value, and when they are placed next to each 
other, they form the entire image. Images are 
stored and exchanged in many standard for-
mats such as the JPEG, GIF, BMP, PNG, 
TIFF, etc. [7]. 
Images are represented as a two-dimensional 
matrix of pixels where each pixel has a dif-
ferent representation (pixel depth), depending 
on the image type. 
 Monochrome images or 1-Bit images - 

each pixel is represented by a single bit 
and a value (0 or 1), displayed with the 
colours white or black.  

 Grey-level images or 8-Bit images - each 
pixel is stored as a single byte and has a 
value between 0 (black) and 255 (white) 
of grey colours. 

 Colour images or 8-Bit colour images - 
each pixel is represented by 8-bit value 

with colours ranging from 0 to 255. 
These colours are a combination of the 
three basic colours: red, green, and blue 
(RGB). The main difference with the 
grey level image is that the pixel value is 
not a colour, but it is an address to the in-
dex of colours called LUT (look-up table) 
that is stored in the machine displaying 
the image. 

 Colour image or 24-Bit colour images - 
each pixel is stored as three bytes of col-
our yielding large combinations of col-
ours (16,777,216). Each image is repre-
sented as three two-dimensional arrays, 
one array for each of the three colour 
components (red, green, and blue). 

 Sound is used in multimedia product: 
presentations, videoconferences, com-
puter games, home theatre, etc. It consists 
of differences in pressure that produce 
waves that travel in all directions. De-
pending on its pressure and frequency 
level, if it reaches the ears, it is experi-
enced as sound. An important step for-
ward was made when the sound was digi-
talized. Digitizing is the process of con-
verting a sound from the continuous form 
(analogue) into digital (discrete form) by 
taking a sample of the sound at a given 
time interval and storing it as an 8-bit or 
16-bit data. The frequency of taking sam-
ples (sampling rate) affects the quality of 
the digitized. The most three common 
frequencies are: 11.025 kHz, 22.05 kHz, 
and 44.1 kHz. Sound files exist in many 
formats such as MIDI, MP3, WAV, 
WMA, MPEG audio. These formats re-
quire a media player that is capable of 
recognizing such formats. Another main 
advantage of digital sound is the ability to 
edit such files using digital audio editors 
[8]. 

Video is defined as a series of images 
(frames) put together and displayed one after 
the other to create the illusion of motion. The 
illusion of motion is created by displaying a 
number of frames per second where each 
frame contains a slight difference from the 
previous one, utilizing the vision persistence 
of the human eye, thus creating the feeling 
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that the object is actually moving. Video is 
the most demanding multimedia elements in 
terms of storage and transmission, because of 
the large size of files [9]. Some of the most 
popular video standards include NTSC, PAL, 
SECAM. 
With advancements in video use in com-
puters, mobile phones, and the Internet, digi-
tal video become more and more popular. It 
has many advantages over analogue video, 
including: 
 direct access; 
 storage on reusable digital memory, 

which makes it easier to be edited and in-
tegrated into multimedia applications. 

High Definition is the new standard in digital 
video, in which wider screens would give 
viewers an enhanced sense of vision and a 
better viewing pleasure.  
A final aspect of multimedia components is 
how they can be delivered to the potentially 
users. 
Multimedia products can be delivered using 
several types of portable devices such as CD 
(max. 900 MB), DVD (max. 8GB), or BD 
(max. 50 GB), or online, using communica-
tion networks and the Internet. A major prob-
lem of multimedia is then, the delivery of 
large amounts of data within the limitations 
of networks and storage capabilities. A solu-
tion to this problem is compression, which is 
a process of obtaining a significant reduction 
in data size in order to reduce storage re-
quirements and bandwidth limitations. 
Compression algorithms are based on reduc-
ing redundancies that exist in all multimedia 
data and on exploiting the limitations of the 
human visual and hearing system.  
Compression techniques can be lossless 
compression (reconstructed data after de-
compression is the same as the data before 
compression) and lossy (reconstructed data is 
not equal to the original data) [9]. 
Redundancy reduction types are:  
 symbol-level redundancy and block-

level redundancy - used for text loss-
less compression; 

 inter-pixel spatial redundancy and in-
ter-pixel temporal redundancy - used in 
image and video lossy compression. 

Some examples of compression formats are: 
MP3, WMA, MPEG audio, JPEG and GIF 
standard image, MOV, WMV, MPEG1, 2 
video, and newly H264/AVC adopted as 
compression scheme for MPEG-4 video [10]. 
 
3 Multimedia in business 
Advances in information technologies made 
it possible for organizations to present rele-
vant information using multimedia elements. 
In the last few years, multimedia applications 
like short clips have become standard in the 
business world, supplementing classical text 
reports. Multimedia formats are being used 
not only in personal communications, but 
also in business-to-employee, business-to-
business, and business-to-consumer commu-
nications. 
We will analyze three different aspects of us-
ing multimedia in DSS: 
 for designing a DSS 
 as an “ingredient” of decision 
 as a feedback method of decision. 
 
3.1 Multimedia in DSS design 
According to Ramesh and Sengupta, given 
the variety of information and support needs 
of various stakeholders, a successful DSS de-
sign should support capture, representation 
and reasoning with both informal and formal 
design rationale knowledge. In order to fa-
cilitate easy, and complete capture of knowl-
edge, a design rationale DSS should use a va-
riety of media that are best suited for captur-
ing different aspects of design rationale, 
ranging from textual representations through 
multimedia capabilities.[11] 
Design rationale can be represented in a vari-
ety of ways, from formal representations to 
informal representations. An advantage of 
formal representation is that it facilitates 
automated reasoning. The formal representa-
tion is necessary in domains that have formal 
domain models. In the design of large scale 
systems where the size and complexity of de-
sign rationale knowledge can grow, auto-
mated reasoning can be useful. 
But, in design situations without well defined 
domain models, the acquisition of design ra-
tionale knowledge often occurs through in-
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formal means, like records of meetings. On 
the other hand, superficial representations 
may lose useful detail, while detailed repre-
sentations may create trivial knowledge. [11] 
Since design is a collaborative process, in-
formal design rationale knowledge often con-
sists of discussions among individuals en-
gaged in the process and they communicate 
through multiple channels. Informal repre-
sentations enable the retention of information 
in its most complete form, thereby facilitat-
ing the creation of thick descriptions. Re-
cording human interaction in such forms al-
lows access to the richness and complexity of 
social behaviour. Formal representations can 
only be used by individuals who are familiar 
with such rigor, while informal representa-
tions can be used by a wide type of users. 
But, the main problem of informal represen-
tations is the classification, indexing, re-
trieval and use. Given the volume of knowl-
edge generated in large projects, the problem 
of access and navigation is a significant im-
pediment to the use of design rationale. [11]  
We can say then, that formal and informal 
representations of design rationale are com-
plementary, so the design rationale should 
combine the advantages of both forms of rep-
resentations. 
According to the same authors, the multime-
dia use in capturing informal knowledge pro-
vides three advantages:  
 Multimedia (graphics, animation, and 

sound) are more effective than text in 
transmitting information like behaviours 
and evolution of systems. Also, multime-
dia is useful in capturing physical ges-
tures, body language and other forms of 
implicit communication among members 
in design groups. The recorders are non-
intrusive and allowing an uninterrupted 
design process while design rationale is 
recorded. 

 The capture of knowledge though multi-
media facilitates the creation of contextu-
alized narratives. Once captured, these 
narratives can then be used by different 
individuals for different purposes. For 
example, if a user wants to know about 
evolution of a particular product he can 

use the record of the design session while 
another user could be interested in learn-
ing about the various points of view of 
the stakeholders. 

 The availability of such information in an 
unprocessed descriptive form provides a 
powerful context for ascertaining the se-
mantics of communication, and thus, the 
interpretation of meaning. Meanings do 
not exist in artefacts, symbols and prac-
tices, but rather are assigned by people 
who perceive and interpret their content 
and context. Also, design decisions are 
often characterized by assumptions that 
are not stated explicitly, but must be in-
ferred from the context of the discussion. 
The analysis of representations, then, is 
an interpretive exercise in search of 
meaning. A richer context for under-
standing the collaboration mechanisms, 
process and culture in design groups can 
enable the user to interpret the rationale 
behind the creation of artefacts. 

The use of multimedia is critical to any effec-
tive scheme for representing informal knowl-
edge. The usefulness of such information is 
enhanced when he’s linked to formal infor-
mation that is relevant to given context. 
 
3.2 Multimedia as an element of decision  
Organizations may use multimedia elements: 
 for affective purposes (entertainment and 

persuasion) [12], [13]; 
 for cognitive purposes when film clips 

are used to communicate useful informa-
tion to decision-makers and especially to 
consumers [14]. 

Cognitive aspect is defined in terms of 
thoughts and cognitive factors in decision-
making are beliefs about the state of the 
world (representations of events, circum-
stances, and entities), while affective aspect 
is defined in terms of feelings or emotions re-
lated to the goals of the individual. So, it is 
necessary for organizations to consider care-
fully the cognitive effect of multimedia ele-
ments in addition to the affective effect. 
On the other hand, the effects of different 
types of media on decision-making will de-
pending on information overload and task 
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familiarity. Task performance may be nega-
tively affected by overly rich multimedia 
presentations or by lack of task familiarity. 
Regarding to these affective and cognitive 
aspects, we emphasize three important stud-
ies about multimedia influences on these 
plans. 
 
3.2.1 Affective plan 
The affective effect of multimedia on deci-
sion-makers is based on the assumption that 
organizations use multimedia presentations, 
especially film clips, almost exclusively for 
entertainment and affective persuasion. 
Rose realized two studies regarding the in-
fluence of multimedia on affective plan to fi-
nancial decision-making. 
First study 
In 2001, he realized a study where he in-
cluded multimedia elements that are intended 
to affect the decision-making on an emotive 
or affective level. He didn’t transmit any 
cognitive information about the decision 
task. [12] 
The decision-makers had to take a financial 
decision based on textual financial informa-
tion in conjunction with these multimedia 
presentations.  
The multimedia film clips used by author: 
 not content any task (financial) informa-

tion; 
 were taken from commercial movies 

(Liar Liar, Pretty Woman); 
 were used to affect participants' moods.  
He examined the effects of multimedia pres-
entations on information overload aspect.  
As a result, the author found that multimedia 
presentations in conjunction with textual fi-
nancial information can affect memory and 
decision-making by means of the affective 
state induced by the multimedia. The deci-
sion makers reconstructed memories of fi-
nancial data to match media-induced affec-
tive responses and also they made investment 
choices according with affective responses to 
video media, even when the financial data 
clearly indicated the superiority of another 
choice. Also they indicate that the effects of 
multimedia presentations on decision-making 
(positive or negative) may interact with in-

formation overload so that overload condi-
tions enhance multimedia effects. 
Second study 
In 2004, Rose et al. made another study when 
they studied the effects of reducing the in-
formation and cognitive loads. They consid-
ered following hypothesis: [13] 
1) Recall of financial information will in-
crease as information load is decreased. 
2) Information load interferes more with the 
recall of numerical financial data than with 
the recall of affective responses. 
3) Recall of financial information will in-
crease as cognitive load is decreased. 
4) Cognitive load interferes more with the re-
call of numerical financial data than with the 
recall of affective responses. 
5) Reconstruction of financial data to match 
the affective response to the data will de-
crease as information load decreases. 
6) Reconstruction of financial data to match 
the affective response to the data will de-
crease as cognitive load decreases. 
7) Media-induced affective states will have 
less influence on investment decisions when 
information load is low relative to when in-
formation load is high. 
8) Media-induced affective states will have 
less influence on investment decisions when 
cognitive load is low relative to when cogni-
tive load is high. 
They made three experiment for the hypothe-
sis (1, 2, 3, 4), (5, 6), (7, 8) accordingly. 
They had 253 students and each of them was 
randomly assigned only in one experiment. 
All participants had completed at least two 
courses in the principles of accounting, an in-
termediate accounting course, a cost account-
ing course, an accounting information sys-
tems course, and a finance course. The au-
thors considered that the students are good 
substitutes for individual investors because 
they have more domain-specific knowledge 
in comparative financial analysis than the av-
erage individual investor has. 
The results of the first experiment indicate 
the validity of hypothesis 1, 2, 3, 4. The re-
call of financial data increases substantially 
when information or cognitive load is re-
duced and the recall of affective responses 
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was unaffected by changes in information or 
cognitive load. These aspects suggest that af-
fective responses were durable in memory, 
regardless of the levels of information or 
cognitive load. The participants’ memories 
for financial data improve rapidly as the 
quantity of information to be analyzed was 
reduced.  
The results of the second experiment indicate 
the validity of hypothesis 5, 6. Reconstruc-
tion is problematic because decision makers 
actually recreate memories of financial data 
and the decisions are made based on false 
memories. 
The results of the third experiment indicate 
the validity of hypothesis 7, 8. The authors 
demonstrated that financial decision makers 
rely on affective responses to multimedia 
much more in high information/cognitive 
load environments than in low informa-
tion/cognitive load environments. [13] 
 
3.2.2 Cognitive plan 
Wheeler and Arunachalam realized in [14] a 
complementary study where they used mul-
timedia representation modes only for trans-
mitting “task indication” as cognitively de-
fined. Presentations combining both film and 
text were considered multimedia presenta-
tions only if relevant task information is 
communicated through both media. 
To avoid any conflict with study of Rose, the 
authors didn’t include emotive or non-
cognitive elements in the different presenta-
tion modes that might significantly affect 
participants' decision-making. 
The authors considered three categories of 
hypotheses for this study [14]. 
1) Hypotheses on unwillingness to apply ex-
ternally provided instructions to task solu-
tions. 
1a) Decision-makers are less willing to con-
form to externally provided information 
processing rules when task familiarity is 
high, than when task familiarity is low. 
1b) Decision-makers are less willing to con-
form to externally provided information 
processing rules when task information is 
communicated through a single medium, 
than when communicated through multime-

dia. 
1c) Decision-makers are less willing to con-
form to externally provided information 
processing rules when the amount of task in-
formation is below the information overload 
threshold, than when above the information 
overload threshold. 
2) Hypotheses on inconsistencies between 
task solutions and self-reports. 
2a) Decision-makers are less likely to be 
consistent with the information processing 
rules adopted for solving tasks when task fa-
miliarity is low, than when familiarity is 
high. 
2b) Decision-makers are less likely to be 
consistent with the information processing 
rules adopted for solving tasks when task in-
formation is communicated through multi-
media, than when communicated through a 
single medium. 
2c) Decision-makers are less likely to be 
consistent with the information processing 
rules adopted for solving tasks when the 
amount of task information is above the in-
formation overload threshold, than when be-
low the information overload threshold. 
3) Hypotheses on non-compliance of task so-
lutions with externally provided instructions. 
3a) Decision-makers are less likely to com-
ply with externally provided information 
processing rules when task familiarity is 
high, than when task familiarity is low. 
3b) Decision-makers are less likely to com-
ply with externally provided information 
processing rules when task information is 
communicated through a single medium, 
than when communicated through multime-
dia. 
3c) Decision-makers are less likely to com-
ply with externally provided information 
processing rules when the amount of task in-
formation is below the information overload 
threshold, than when it is above the informa-
tion overload threshold. 
Each participant performed four different 
tasks: selecting an apartment, purchasing a 
used car, predicting bankruptcy and buying 
stock. These four tasks represent two types of 
tasks: familiar (apartment selection and used 
car purchase) and unfamiliar (bankruptcy 
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prediction and stock purchase). Before per-
forming the main experiment, participants 
executed one instance of each task type for 
practice (with tasks and software). 
The participants were 109 students who had 
completed introductory financial accounting 
courses. It was considered that accounting 
students are appropriate participants for this 
study because it is reasonable to assume that 

they are familiar with apartment shopping 
and used car purchases but unfamiliar (or less 
familiar) with bankruptcy predictions and 
stock purchases. 
Participants were provided either 6 (marked 
with “*”) or 12 indications to perform each 
task. These elements are presented in Table 
1. 

 
Table 1. Task information [14] 

Cue Tasks 
Apt. selection Used car purchase Bankruptcy prediction Stock purchase 

1 Discount for renting Condition of tires *  Firm size *  Management's ranking 
2 * Utility bill  Cost of insurance *  Sales-to-total assets  

Ratio 
Gross national product 
projection 

3 * Size of apartment  
 

*  Condition of en-
gine 

*  Assets-to-current 
liabilities ratio 

Industry's strength relative 
to foreign competition 

4 Fitness centre and  
pool  

* Payments versus 
participant's budget 

Net income-to-total  
assets ratio 

*  Total equity-to-total  
liabilities ratio 

5 High speed Internet 
connection included 

*  Condition of inte-
rior 

Retained earnings-to- 
total assets ratio 

*  Industry's growth in 
sales 

6 * Private parking  
 

*  History of prior 
accidents 

Working capital-to- 
total assets ratio 

Unemployment rate 

7 * Washer and dryer 
included 

Results of test drive Common stockholder's  
equity-to-total debt ratio 

Interest rates 

8 Distance -university Condition - exterior * Management's ranking *   Firm size 
9 Management's  

ranking 
Air-conditioning *  Cash flow-to-total 

debt ratio 
*   Net income-to-net 
worth ratio 

10 * Age of apartments  Availability of  
financing 

Quick assets-to-total  
liabilities ratio 

Cash-to-total assets ratio 

11 * Rent relative to 
participant's budget 

* Car style relative 
to preference 

Customer satisfaction *  Earnings before interest 
and tax to sales ratio 

12 Safety deposit  *  Miles per gallon *  Return on stock Sales-to-fixed assets ratio 
 
The task indications were provided via com-
puter interfaces in text and/or film clip for-
mats. Participants received the information 
through a single medium / presentation mode 
(using text-only or film-clip only formats) or 
a multimedia presentation mode (using both 
a text-only and film clip format). All tasks 
were equivalent in the amount of information 
provided to participants (length of task de-
scriptions and number of indications) and in 
the types of information provided (a mix to 
both financial and non-financial cues). Par-
ticipants were instructed to apply equal deci-
sion weights to the 6 or 12 cues provided. 
For each task, participants were asked to es-
timate a probability on a scale of 0 to 100. 
They estimated the probability that they 
would rent the apartment, buy the used car, 
purchase the stock or the company would de-

clare bankruptcy, given the information from 
the 6 or 12 cues. 
The results indicate a fully support for 1a, 1c, 
2c, and 3a, partial support for 1b, 2a, 2b, and 
3c and no support for 3b, so the multimedia 
presentations have influence in all three vari-
ables discussed. On the other hand, results 
provide the strongest support for task famili-
arity affecting the three dependent variables 
examined (unwillingness, inconsistency, and 
non-compliance): 1a fully supported, 2a par-
tially supported and 3a fully supported. 
Slightly less support is provided for hypothe-
ses relating to information overload (full 
support for 1c, full to partial support for 2c, 
and partial to mixed support for 3c and me-
dium type (partial support for 1b and 2b and 
none for 3b. Even in relation to medium type, 
there is, nonetheless, some degree of support 
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for two or the three hypotheses. 
 
3.3 Multimedia as a feedback method of 
decision 
Kai et al. realize a study in [3], where they 
analyzed if the multimedia elements improve 
the feedback of the business decisions. It is 
known that the feedback is a very important 
ingredient of the tasks’ improvement.  
They started from the following aspects: 
 the people desire to eliminate or reduce 

the feedback-internal standard discrep-
ancy by attempting to attain the standard; 
when a negative feedback is received 
(performance below the standard), the ef-
fort will be increased in order to attain 
the standard; on the other hand, when 
positive feedback is received (perform-
ance exceeds the standard), the effort is 
reduced or maintained 

 “vividness effect” increases the effec-
tiveness of the messages 

 multimedia elements have different capa-
bilities to present information vividly 

 multimedia is attractive also because 
vivid information required less cognitive 
effort. 

Based on these assumptions, the authors 
elaborated three hypotheses to study: 
1) Negative feedback leads to a higher level 
of subsequent task performance than positive 
feedback. 
2a) For negative feedback, non-vivid mes-
sages are more effective than vivid messages. 
2b) For positive feedback, non-vivid mes-
sages are as effective as vivid messages. 
The participants in the experiment were 72 
business students. The research focused on 
two dimensions: feedback sign (positive or 
negative) and the vividness of the feedback 
messages (high vividness - multimedia) and 
low vividness (text). The participants were 
also randomly assigned to receive the feed-
back in different media and the video and 
textual messages used identical words. 
The results indicate a fully support for hy-
pothesis 2a and 2b and no support for hy-
pothesis 1. 
The participants who received initially a 
negative feedback, text messages (non-vivid) 

were more effective than multimedia mes-
sages (vivid), according to hypothesis 2a. 
The participants who received initially a 
positive feedback, text messages were as ef-
fective as multimedia messages, according to 
hypothesis 2b. 
The hypothesis 1 was not verified because 
the effect of a negative feedback has two as-
pects:  
 informational – increase the performance 

level 
 motivational – could decrease the desire 

of attaining the standard. 
The hypothesis 1 considered only informa-
tional aspects. 
This study emphasized that, despite the at-
traction of multimedia elements, they could 
be useless so the DSS designers should be 
careful in using it as feedback elements. 
  
4 Multimedia data-mining  
Another aspect of multimedia implication in 
decision-making is multimedia data-mining 
that includes both multimedia and data min-
ing in order to discover knowledge in multi-
media data. 
Due to development of the computer and 
digital technologies in early ‘90s, multimedia 
emerged as a research area, refers to the 
study and development of an effective and 
efficient multimedia system targeting a spe-
cific application [15]. The research in multi-
media covers a very wide spectrum of sub-
jects, ranging from multimedia indexing and 
retrieval, multimedia databases, multimedia 
networks, multimedia presentation, multime-
dia quality of services, multimedia usage and 
user study, to multimedia standards. Today, it 
is known that multimedia information is 
ubiquitous, required, and even essential, in 
many applications. This phenomenon has 
made multimedia repositories widespread 
and large [16]. There are tools for managing 
these collections, but the need for tools to ex-
tract hidden useful knowledge from multi-
media collections is becoming pressing and 
essential for many decision-making situa-
tions. For example, it is necessary to develop 
the tools for discovering relationships be-
tween objects within images, classifying im-
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ages based on their content, extracting pat-
terns in sound, categorizing speech and mu-
sic, recognizing and tracking objects in video 
streams. Also, researchers in multimedia in-
formation systems, in order to improve the 
indexing and retrieval of multimedia infor-
mation, are looking for new methods for dis-
covering indexing possibilities [16].  
On the other hand, data mining is also a very 
diverse, interdisciplinary, and multidiscipli-
nary research area. The terminology data 
mining refers to knowledge discovery. Origi-
nally, this area began with knowledge dis-
covery in databases. However, data mining 
research today has been advanced far beyond 
the area of databases, due to the following 
reasons [17]: 
 today’s knowledge discovery research 

requires more than ever the advanced 
tools and theory beyond the traditional 
database area, like mathematics, statistics 
and pattern recognition  

 with the increase of the data storage scale 
and the presence of multimedia data al-
most everywhere, it isn’t enough for to-
day’s knowledge discovery to focus only 
on the structured data; the traditional da-
tabases have evolved into data ware-
houses, and the traditional structured data 
have evolved into more non-structured 
data such as imagery data, time-series 
data, spatial data, video data, audio data, 
and general multimedia data. In applica-
tions, these non-structured data do not ex-
ist in a traditional “database” anymore; 
they are just simply a collection of the 
data, even though they are called data-
bases (image database, video database). 

Also, there is an increasing interest in the 
analysis of multimedia data generated by dif-
ferent distributed applications, such as col-
laborative virtual environments, virtual 
communities, and multi-agent systems. The 
data collected from such environments in-
clude a variety of documents that are part of 

the business process, asynchronous discus-
sions, transcripts from synchronous commu-
nications, and other data records. These het-
erogeneous multimedia data records require 
transformation procedures before analysing. 
Consequently, multimedia data-mining is a 
combination between multimedia and data 
mining, and an application in this domain re-
fers to the synergistic application of knowl-
edge discovery theory and techniques in a 
multimedia database or collection. 
While we have a definition of multimedia 
data mining, it is useful to clarify some as-
pects: 
 In a classic database system (structured 

data in the traditional databases), there is 
always a DBMS to manage all the data in 
the database. When the data become non-
structured data, like multimedia data, of-
ten we don’t have such a management 
system for all the data in the collection. 
Typically, there exists a collection of 
multimedia data, and it is necessary to 
develop an indexing/retrieval system or 
other data mining system for this collec-
tion. In many literature references, it is 
used the terminology of “database” to re-
fer to a multimedia data collection, even 
though this is different from the tradi-
tional, structured database. 

 Although “multimedia” refers to the mul-
tiple modalities and/or multiple media 
types of data, conventionally in the area 
of multimedia, multimedia indexing and 
retrieval also includes the indexing and 
retrieval of a single modality of data, 
such as image indexing and retrieval, 
video indexing and retrieval, audio index-
ing and retrieval. Therefore, studies in 
image data mining, video data mining, 
and audio data mining alone are consid-
ered as part of the multimedia data min-
ing area.  

A possible architecture for a multimedia min-
ing system is shown in the Figure 1. 
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Fig. 1. Multimedia DM architecture [18] 

 
In a multimedia data mining system, it could 
also exist a special user interfaces to facilitate 
the communications between the users and 
the mining system, because, the quality of the 
final mining results can only be analyzed by 
the users. So, if the quality is not acceptable, 
the users may use this special interface to ad-
just different parameter values, to change dif-
ferent components, in order to obtain better 
results. 
 
4.1 Image mining 
A good example in multimedia data mining 
is offered by Perner regarding image mining 
[19]. 
He considers the example of a medical doctor 
who inspects the irregular tissues visible on 
X-ray image. He will make the decision 
about malignant or benign nodule based on 
some morphological features of the nodule 
that appeared in the image. He accumulated 
his knowledge over years in practice. He 
considers that a nodule will be malignant if 
the following rule is satisfied: the structure 
inside the nodule is irregular and areas of 
calcifications appear and there are sharp 
margins.  
Returning to multimedia-mining, an auto-
matic image interpretation based on such a 

rule would be possible only after the image 
has passed through various processing steps. 
These steps include:  
 automatically image segmentation into 

objects and background  
 objects obtained must be labelled and de-

scribed by features  
 these features must be grouped into sym-

bolic representations in order to obtained  
a similar result with that based human 
knowledge. 

But, we do not know in advance our impor-
tant features of a collection of images. Min-
ing an image data base containing only im-
ages and no image descriptions require to ex-
tract automatically the useful information 
from the image.  
We observe that is a contradiction here. 
There exist more categories of features: 
 low-level features such as blobs, regions, 

ribbons, lines, and edges can be extracted 
from images 

 on the base of low-level features it can 
calculate some high-level features but it 
is not possible to obtain all such features 
in this way  

 features like an “irregular structure inside 
the nodule” it can’t be obtained even in 
this way; are not so called low-level fea-
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tures. Therefore, it is necessary to input 
experts descriptions into an image data-

base 
 all these aspects are depicted in figure 2. 

 

 
Fig. 2. Image mining [19] 

 
We can observe that different abstraction 
levels to represent an image exist. The higher 
abstraction level is the more useful the de-
rived information with data mining.  
We can describe an image: [19] 
 by statistical properties that is the lowest 

abstraction level, 
 by low-level features and their statistical 

properties such as regions, blobs, ribbons, 
edges and lines, which is the next higher 
abstraction level 

 by high-level or symbolic features that 
can be obtained from low-level features 

 by experts symbolic description which is 
the highest abstraction level. 

In multimedia domain, useful results can 
only be obtained by data mining when the 
data are carefully prepared. The influence of 
unnecessary, noisy data affects the result of 
the data mining. That fact should be avoided 
by applying proper data preparation tech-
niques. The raw data of a multimedia source 
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such as images or video cannot be used as it 
is. Usually these data need to be transformed 
into a proper abstraction level. For example 
from an object in an image features should be 
calculated that describe the properties of the 
object. Each image will then have an entry in 
the data table containing the features of the 
objects extracted from the image. 
 
5 Conclusions 
This is due to the fact that in today’s society 
almost all the real-world applications often 
have data with multiple modalities, from 
multiple sources, and in multiple formats 
[16]. For example, in the manufacturing do-
mains, business processes can be improved 
if, for example, part drawings, part descrip-
tions, and part flow can be mined in an inte-
grated way instead of separately. 
On the other hand, multimedia mining is a di-
rect outgrowth of progress in data storage 
and processing speeds. When it became pos-
sible to store large volumes of multimedia 
data and run different statistical computations 
to explore all possible correlations among 
them, the multimedia mining domain was 
born. Mining allowed people to hypothesize 
relationships among data entities and explore 
support for those. This field has been applied 
to applications in many diverse domains and 
keeps getting more applications. Considering 
the volume of multimedia data and difficulty 
in analyze the semantic aspect, multimedia 
and data mining will come closer and be ap-
plied to some of the most challenging prob-
lems. Some of the important challenges for 
data mining are posed by multimedia sys-
tems. Similarly, the most rewarding applica-
tions of data mining may come from multi-
media data. 
Sheu and Ismail have observed how multi-
media technology has changed our lives and 
“has forever changed the way we live, work, 
entertain, and learn. With wide access to the 
Internet, kids can spend more time online ex-
perimenting with and learning from com-
puters through the Information Superhigh-
way than on the TV. Once the power of im-
age, video, and graphic through high-speed 
fibre-optic transmission or wireless commu-

nication is enjoyed, the old-fashioned ap-
proach of using plain text as a main source of 
information will be a thing of the past”[20]. 
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